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The dynamic model of a linear energy harvester excited by a non-ideal power source is coupled to a controller to maximum vibration adjustment. Numerical analysis is taken to evaluate the energy harvested keeping the vibration optimized for the maximum interaction to the energy source using linear matrix inequalities for control driven. The dimensionless power output, actuation power and net output power is determined. As a result, it is possible to verify that the total energy harvested via exogenous vibration using the proposed controller is increased up to 65 times when in comparison to the open loop system.
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1. Introduction

Harnessing energy from environment to supply low power devices can be accomplished from sources as thermal gradients, solar radiation and vibration (Huesgen et al., 2008; Cepnik et al., 2011; Miller et al., 2011). Concerning the vibration there are three main groups of harvesters: electrostatic, electromagnetic and piezoelectric (Roundy et al., 2003).

Although harvesting to be a sustainable source of energy, it is still not efficient enough and its use is limited to very little power devices, and enhancing its capacity represents a science frontier. The energy harvesting system main application in the present is for remote sensor nodes, wireless systems and smart structures actuators (Miller et al., 2011; Roundy et al., 2003). To enhance energy harnessed, there are several project solutions focusing in matching the natural frequency according to the vibration source, nevertheless the resonance solution has restrictions for power source and scale.

Regarding the power source, an important consideration is that the environmental vibration has low power and wide range, and normally is random resulting in difficulties for a design to be coincident with the resonance. Considering the scale, it is notable that recent studies concerning the enhancement of energy harvesting efficiency produced better piezoelectric materials (Yeager and Trolier-Mckinstry, 2012; Baek et al., 2011; Kim et al., 2012) and now the designed harvesters are facing new barrier applications of micro sizing. As most power sources from ambient vibration have low frequency, it is difficult to design a small harvester resulting in his natural frequency to be coincident with the resonance.
Some project solutions regard to tuning a device to the resonance (Challa et al., 2008; Eichhorn et al., 2009) that can be accomplished by mechanical, magnetic and piezoelectric adjustments (Peters et al., 2009; Tang et al., 2013). The mechanical adjustment requires known excitation frequency and high cost energy to tuning, magnetic adjustment has limited tuning result and faces a limited micro sizing requirements, and the piezoelectric adjustment is a promising frontier to enhance energy harvesting capability (Zhu et al., 2010). First studies using piezoelectric adjustment results in negative net output power (Roundy and Zhang, 2005) but latter studies from Zhu et al. (2010) found a mistake in Roundy and Zhang (2005) formulation that not considered mean voltage to active power determination. A piezoelectric tuning solution with positive net output power was numerically and experimentally proven by Lallart and Inman (2010) and Lallart and Guyomar (2010). According to Wang and Inman (2012), the state of the art of enhancement of energy harvesting capability relies in control projects formulation which characterizes the mean objective of this study.

The proposed solution considers that vibration excitation has low energy and the vibration generated by the harvester can influence the source which characterizes a non-ideal power source (Balthazar et al., 2003; Balthazar and Dantas, 2004; Chavarette, 2012). For a limited power in controller systems, the input vibration control influences the own controller which characterizes a non-ideal system (Souza et al., 2008). Thus the model of movement sums the feedback term increasing the number of degrees of freedom (Piccirillo et al., 2008). According to Balthazar et al. (2003), when the vibration source is near natural frequency there appears a jump phenomenon which it is not possible while arriving the resonance as the maximum vibration response.

In this study, the proposed controller is based on Linear Matrix Inequalities (LMI) theory. The dynamic systems control for vibration maximization is performed by optimum control $H\infty$ as a convex optimization problem involving Linear Matrix Inequalities – LMI (Chilali and Gahinet, 1996). The LMI can be in form of linear inequalities, linear convex inequalities or matrix inequalities. Several restriction formats of control theory as Lyapunov and Riccati inequalities can be described via LMI (Antwerp and Braatz, 2000). The LMI has large use in control, mainly because sustains the stability of a system based in restrictions and can incorporated in dynamical systems with not singular parameters that vary within a known range (Wan and Kothare, 2003; Andrea et al., 2008).

To explore controller efficiency, this study is conducted according to a bimorph energy harvester (Erturk and Inman, 2011) and the use of non-ideal power source (Balthazar et al., 2003; Balthazar and Dantas, 2004; Chavarette, 2012). The definition of a Linear Matrix Inequalities controller (LMI) to set up a harvester to optimize interaction to the power source to take advantage of full range of vibration is the main propose of this study.

Considering the paper organization: Section 2 presents the harvester model, Section 3 presents the controller definition, Section 4 presents the efficiency analysis and Section 5 presents the final remarks from this investigation and acknowledgements.

2. Harvester model

A non-ideal excitation can be modeled for an unbalanced mass receiving torque by a DC motor as shown in Fig. 1 (Balthazar et al., 2003; Balthazar and Dantas, 2004; Chavarette, 2012).

This arrangement is based in Kononenko model and can be mathematically modeled according to equations (2.1) where $m_1$ is DC motor mass, $m_0$ is unbalanced mass, $l$ is dumping, $k$ is rigidity, $r$ is the eccentricity distance from the unbalanced mass to the torque source, $(I+m_0r^2)$ is moment of inertia of the unbalanced mass, and the state variables are $X$ for the beam tip position and $\phi$ for the unbalanced mass angular position. The net torque is a function of angular
velocity $\dot{\phi}$ and described for $S(\dot{\phi}) = a - b\dot{\phi}$ (Palácios et al., 2003; Tusset et al., 2013), where $a$ is the net torque applied by the DC motor and $b$ is the resistive net torque constant

$$(m_1 + m_0)\ddot{X} + l\dot{X} + kX = m_0r(\dot{\phi}^2 \cos \phi + \ddot{\phi} \sin \phi)$$

$$(I + m_0r^2)\ddot{\phi} - m_0r\dot{X} \sin \phi = S(\dot{\phi})$$

(2.1)

$$\ddot{x} + 2\zeta \dot{x} + \frac{1}{2} x - \chi \nu = \mu (\dot{\nu}^2 \cos z + \ddot{z} \sin z)$$

$$\ddot{z} = \xi \dot{x} \sin z + \alpha - \beta \dot{z}$$

$$\dot{\nu} + \Lambda \nu + \kappa \dot{x} = 0$$

(2.2)

Isolating $\dot{x}$, $\dot{\nu}$ and $\ddot{z}$, equation (2.2) can be presented by

$$\ddot{x} = \frac{-\frac{1}{2} x - 2\zeta \dot{x} + \chi \nu + \mu \dot{\nu}^2 \cos z + (\alpha - \beta \dot{z}) \mu \sin z}{1 - \mu \xi (\sin z)^2}$$

$$\ddot{z} = \frac{\left(\frac{1}{2} x - 2\zeta \dot{x} + \chi \nu\right) \xi \sin z + \mu \xi \dot{\nu}^2 \cos z \sin z + \alpha - \beta \dot{z}}{1 - \mu \xi (\sin z)^2}$$

$$\dot{\nu} = -\kappa \dot{x} - \Lambda \nu$$

(2.3)
Adopting \( x = x_1 \), \( z = x_3 \) and \( \nu = x_5 \) and rearranging the terms, the space-state form of equations (2.3) is given by

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -\frac{1}{2}x_1 - 2\zeta x_2 + \chi x_5 + \mu x_3^2 \cos x_3 + (\alpha - \beta x_4)\mu \sin x_3 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \left( -\frac{1}{2}x_1 - 2\zeta x_2 + \chi x_5 \right) \xi \sin x_3 + \mu \xi x_3^2 \sin x_3 + \alpha - \beta x_4 \\
\dot{x}_5 &= -\kappa x_2 - \Lambda x_5 
\end{align*}
\]

(2.4)

Applying Jacobian, the matrix form of equations (2.4) is given as

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\dot{x}_5 
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
-\frac{1}{2} & -2\zeta & \mu \alpha & 0 & \chi \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & -\frac{1}{2} \xi & -\beta & 0 \\
0 & -\kappa & 0 & 0 & -\Lambda 
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 
\end{bmatrix}
\]

(2.5)

The main propose of this study is to design a controller to optimize vibration response and, consequently, energy the harvesting performance. In this case, a Linear Matrix Inequalities controller is arranged to maximize the displacement and velocity. As the output voltage has directly influenced by velocity and displacement, it is expected to increase the output voltage and, then, the efficiency.

### 3. Controller definition

To ensure the maximum energy harvested, the controller it is coupled using Linear Matrix Inequalities (LMI) according to Optimum Control \( H_\infty \). An LMI Control Driven utilizes feedback state to optimize the interaction between exogenous the excitation \( w(t) \) and the resulting signal \( y(t) \) (Andrea et al., 2008). A sufficient condition for LMI control is the existence of a matrix \( X = X' \in \mathbb{R}^{n \times n} \) and \( Y \in \mathbb{R}^{m \times n} \) satisfying equations

\[
\min \mu \\
\left| \begin{array}{cc}
AX + XA' - B_2 Y - Y'B_2' & XC' + Y'D' \\
CX + DY & -I \\
B_1' & 0 \\
0 & -\mu I \\
\end{array} \right| < 0 \\
|X| > 0 
\]

(3.1)

The space-state model for the proposed controlled system is given by equations (3.2), and explained in a schematic flow chart in Fig. 3

\[
\dot{x} = Ax + B_1 w + B_2 u \\
y = Cx 
\]

(3.2)

where \( A \) is the state matrix, \( B_1 \) is the excitation vector, \( B_2 \) is the feedback state vector and \( C \) is the actuation vector and control signal, in this case, a singular control signal.

The previous study conducted by Erturk and Inman (2011) defined parameters for a bimorph cantilever according to the resonance \( \zeta = 0.01, \chi = 0.05, \kappa = 0.5, \Lambda = 0.05 \), and the studies conducted by Balthazar et al. (2003), Balthazar and Dantas (2004) and Chavarette (2012)
defined the parameters for non-ideal excitation $\mu = 0.2$, $\xi = 0.3$ and $\beta = 1.5$. Replacing the parameters in the state matrix according to equation (2.5) the matrices for equation (3.2) are shown as in the following

$$
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
-0.5 & -0.02 & 0.2\alpha & 0 & 0.05 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & -1.5 & 0 \\
0 & -0.5 & 0 & 0 & -0.05
\end{bmatrix}
$$

$$
B_1 = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}, \quad
B_2 = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}, \quad
C = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}
$$

(3.3)

4. Efficiency analysis

For the designed controller the initial parameters are used to excite the beam, and then a LMI controller is set up to the maximum interaction between the excited beam and the external exogenous excitation, in this case, a non-ideal power source. When LMIs are feasible, there is a matrix $X$ and a feedback matrix $L$ for the space-state that optimizes the system behavior, given by equation (3.4)

$$
L = YX^{-1}
$$

(4.1)

Once $L$ is determined, it is possible to determine a feedback space-state matrix for the system $(A_f)$, given by equation (3.5)

$$
A_f = A - B_2L
$$

(4.2)

The variable parameter is the dimensionless net torque applied by the DC motor $\alpha$ that will assume values ranging from 0.4 to 5.0.

4.1. System response for $\alpha = 0.4$

Considering $\alpha = 0.4$ and substituting matrices $A$, $B_1$, $B_2$ and $C$ given in equations (3.3) in LMIs given in equations (3.1) and solving the inequalities, the resulting feedback matrix $L$ for a feasible system is

$$
L = 10^3 \begin{bmatrix} 6.1648 & 0.0004 & -0.0000 & -0.0007 & -0.0000 \end{bmatrix}
$$

Taking into consideration the feedback state matrix $A_f$, it is possible to calculate the feedback parameters, comparing to the original matrix $A$ in (3.3) as shown in Table 3.
Table 3. Feedback parameters for $\alpha = 0.4$

<table>
<thead>
<tr>
<th>Feedback parameters</th>
<th>$\zeta$</th>
<th>$\chi$</th>
<th>$\kappa$</th>
<th>$\Lambda$</th>
<th>$\mu$</th>
<th>$\xi$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.2308</td>
<td>0.0749</td>
<td>0.9416</td>
<td>0.0251</td>
<td>0.2988</td>
<td>0.2210</td>
<td>0.8244</td>
</tr>
</tbody>
</table>

Table 4. System eigenvalues ($10^3$) for $\alpha = 0.4$

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>$-6.1635 + 0.0000i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_2$</td>
<td>$-0.0015 + 0.0000i$</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>$-0.0005 + 0.0002i$</td>
</tr>
<tr>
<td>$\lambda_4$</td>
<td>$-0.0005 - 0.0002i$</td>
</tr>
<tr>
<td>$\lambda_5$</td>
<td>$-0.0001 + 0.0000i$</td>
</tr>
</tbody>
</table>

The controlled system exhibits stable behavior since all the eigenvalues have the real part negative as shown in Table 4.

Performing Runge-Kutta fourth order algorithm for solving the ordinary differential equations in equation (2.4) for open loop (without control) parameters given in Section 3 and for controlled system parameters given in Table 3, it is possible to visualize the total energy from the system to compare the efficiency from the open loop to the controlled system as shown in Fig. 4. The following initial conditions are considered $x(0) = 1$, $\dot{x}(0) = 0$, $\nu(0) = 0$, $z(0) = 0$ and $\dot{z}(0) = 0$ and time samples from 0 to 2500 in the interval of 0.1 totalizing 25 000 samples in Figs. 4a-4d and samples from 2000 to 2500 in the interval of 0.1 totalizing 5000 samples in Fig. 4d to exclude transient behavior.

The controlled system presents greater displacements, velocity and output voltage in comparison to the open loop system. To explore control performance, the dimensionless net torque applied by the DC motor assumes the values $\alpha = 0.5$, $\alpha = 1.3$ and $\alpha = 5.0$, considering parameters below the resonance, at the resonance and beyond it, the feedback vector $L$ and feedback parameters are given in Table 5.

Table 5. Feedback parameters $\alpha = 0.5$, $\alpha = 1.3$ and $\alpha = 4.0$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$L$ ($10^4$)</th>
<th>Feedback parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>[4.7795, 0.0004, -0.0000, -0.0007, -0.0000]</td>
<td>$\zeta = 0.2304$, $\chi = 0.0749$, $\kappa = 0.9416$, $\Lambda = 0.0251$, $\mu = 0.2988$, $\xi = 0.2210$, $\beta = 0.8244$</td>
</tr>
<tr>
<td>1.3</td>
<td>[2.2552, 0.0005, -0.0000, -0.0007, -0.0000]</td>
<td>$\zeta = 0.2304$, $\chi = 0.0749$, $\kappa = 0.9416$, $\Lambda = 0.0251$, $\mu = 0.2988$, $\xi = 0.2210$, $\beta = 0.8244$</td>
</tr>
<tr>
<td>5.0</td>
<td>[2.4482, 0.0006, 0.0000, -0.0007, -0.0000]</td>
<td>$\zeta = 0.2304$, $\chi = 0.0749$, $\kappa = 0.9416$, $\Lambda = 0.0251$, $\mu = 0.2988$, $\xi = 0.2210$, $\beta = 0.8244$</td>
</tr>
</tbody>
</table>

Making use of the Runge-Kutta fourth order method for solving ordinary differential equations in (2.4) for open loop (without control) parameters given in Section 3 and for the controlled system parameters given in Table 5 we find analogous results for the initial conditions $x(0) = 1$, $\dot{x}(0) = 0$, $\nu(0) = 0$, $z(0) = 0$ and $\dot{z}(0) = 0$ and time samples from 0 to 2500 in the interval of 0.1 totalizing 25 000 samples in Figs. 5a, 5c, 5e and samples from 2000 to 2500 in the interval of 0.1 totalizing 5000 samples to exclude transient behavior in Figs. 5b, 5d, 5f.

It is possible to verify that the system energy is greater for the control system when out of the resonance for $\alpha = 0.5$ and $\alpha = 5.0$. When the system is at the resonant behavior at $\alpha = 1.3$,
it is not possible for the controller to get more energy than the resonance, and the controlled system gives less energy than the open loop system.

According Tang and Zuo (2011), the system output power \( P \) is given by equation (4.3) related to the output voltage root mean square \( (V_{rms}) \) squared, divided by the load resistance \( (R) \)

\[
P = \frac{V_{rms}^2}{R}
\]  

(4.3)

As the model is dimensionless, a dimensionless output power \( (\Phi) \) given for the root mean square of the dimensionless output voltage \( (\nu_{rms}) \) squared, divided by the dimensionless load resistance \( (\Psi) \), as shown in (4.4), is considered

\[
\Phi = \frac{\nu_{rms}^2}{\Psi}
\]  

(4.4)

For the propose of numerical simulation, a value of the load resistance \( \Psi = 0.1 \) and for \( \alpha \) ranging from 0.5 to 5.0 the dimensionless output power \( \Phi \) values given in Table 6 are assumed.
Fig. 5. System behavior (open loop system – grey line, controlled system – black line); (a), (c), (e) output voltage, (b), (d), (f) phase portrait without transient

Table 6. Dimensionless power $\Phi$ for $\alpha$ ranging from 0.4 to 5.0

<table>
<thead>
<tr>
<th>Net torque ($\alpha$)</th>
<th>$\Phi$ – Open loop</th>
<th>$\Phi$ – Controlled</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.0247</td>
<td>0.1695</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0250</td>
<td>0.3040</td>
</tr>
<tr>
<td>1.3</td>
<td>16.0565</td>
<td>0.4015</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0953</td>
<td>0.2995</td>
</tr>
</tbody>
</table>

Expanding the investigation for other values of the net torque ($\alpha$), the resulting dimensionless power ($\Phi$) is given in Fig. 6.

The LMI control show the efficiency of enhancing the system dimensionless output power as shown in Fig. 6 and not considering the resonance effect where the dimensionless output power is greater in the open loop system. This fact is explained because the higher energy orbit available in the system is the resonance behavior. To better visualize the control efficiency, the resonance net torque is shown in Fig. 7.
To evaluate the dimensionless net output power ($\Phi_{\text{net}}$), Roundy and Zang (2005) compared the frequency of the open loop system to the controlled system, and later Lallart and Inman (2010) used the same evaluation to compare the output power from the open loop and controlled systems. In both cases, the power used for control (action power) is referred to the amount of change of the system parameters, in other words, it is the energetic cost to change the system behavior. Based on experimentally proven evaluations, the action power ($\Phi_{\text{act}}$) is determined by applying the Runge-Kutta fourth order method to solve the ordinary differential equations in (2.4) for the absolute difference of the open loop and controlled parameters of each net torque ($\alpha$). The results are shown in Fig. 8.

To better visualize the control efficiency, the resonance net torque is depicted in Fig. 9. The summary of power gains resulting from the control is shown in Table 7.
Fig. 9. Output power for the open loop system (grey line); output power for the controlled system (black line); actuation power (dotted line); net output power (solid dark grey line). Suppressing the resonance behavior.

Table 7. Summary of dimensionless net power gains for the controlled system

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net power gain</td>
<td>40.69</td>
<td>59.67</td>
<td>65.85</td>
<td>31.70</td>
<td>14.99</td>
<td>3.54</td>
<td>0.77</td>
<td>0.13</td>
<td>0.04</td>
<td>0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>1.4</th>
<th>1.5</th>
<th>1.6</th>
<th>1.7</th>
<th>1.8</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net power gain</td>
<td>0.68</td>
<td>0.99</td>
<td>0.82</td>
<td>1.74</td>
<td>1.64</td>
<td>2.03</td>
<td>2.28</td>
<td>2.65</td>
<td>2.59</td>
</tr>
</tbody>
</table>

5. Final remarks

Various studies regarding the energy harvesting have been carried out for the last few years to enhance the capability of the energy harvesters. In the same direction, this investigation presents a study of control of the dynamic behavior based on Linear Matrix Inequalities Optimum $H_\infty$ method and a non-ideal excitation as the power source. As the main result, it has been possible to verify a significant increase in the system energy available for harvesting when applying a controller to the system. Velocity and displacement have direct effect on the output voltage and, consequently, on the output power for energy harvesting. The proposed controller is able to increase the net output power up to 65 times. Table 8 shows the comparison of other studies with the present research.

Table 8. Comparison of the obtained results with other works

<table>
<thead>
<tr>
<th>Author</th>
<th>Resulting frequency band [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roundy and Zhang (2005)</td>
<td>61.8-67.0</td>
</tr>
<tr>
<td>Wu et al. (2006)</td>
<td>91.0-94.5</td>
</tr>
<tr>
<td>Peters et al. (2009)</td>
<td>66.0-89.0</td>
</tr>
<tr>
<td>Lallart and Inman (2010)</td>
<td>8.1-112.0</td>
</tr>
<tr>
<td>This work</td>
<td>all the band</td>
</tr>
</tbody>
</table>

Whereas other energy harvesting methods, such as piezoelectric tuning, increase the resonant band, this control approach enhances energy not regarding the band but focusing on the output power optimization with considerable efficiency for small power excitations.

In this study, the parameters are considered constant, however in a real situation, damping and electrical coupling parameters depend on environmental conditions, for example humidity and temperature. Such variation in the parameters results in polytopic uncertainties. Thus, instead of an optimum method, a robust LMI method is required (Andrea et al., 2008) which characterizes possible research continuation. The energy sink due to controller circuit is result
of the electronic architecture and is not explored in this study as another possible research exploration area.
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